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A B S T R A C T

Background: In a typical instructional setting, teachers are responsible for making ongoing decisions that involve 
judgments of students’ capabilities, knowledge, learning needs, and progress toward a certain pre-specified goal. 
However, there is a significant within-teacher as well as a great between-teacher variability in the actual 
determination of grades. Grades appear to be an amalgam of characteristics of a student, filtered through a range 
of teacher personality variables.
Aims: The purpose of this study was to investigate the extent to which pre-service teachers agreed on students’ 
grades in writing task between holistic and analytic grading approaches and how their individual characteristics 
and beliefs about features of assessment explained the variability in grading practices.
Sample: Teacher candidates (N = 231, 65% female) enrolled in a training program in 2020 and 2021 cohorts at 
the University of València, Spain, were asked to read two essays, identified by experts as being of low and high 
quality, and assign holistic and analytic grades.
Results: although teacher candidates provided grades consistently across the two approaches (intra-individual 
differences), there was a high variability in the distribution among participants (inter-individual differences). We 
found that, gender, area of specialization, attitudes toward feedback, and extraversion were significant predictors 
of grading variability.
Conclusion: This study highlights the considerable variation in grading practices among pre-service teachers, 
indicating the influence of individual factors such as gender, specialization, feedback receptivity, and extra-
version. Despite consistent grading within specific approaches, the inter-individual differences in scores were 
substantial. Due to the consequential nature of teacher grades, our findings offer important insights and have 
critical implications for teacher preparation and professional development programs.

1. Introduction

In a typical instructional setting, teachers are responsible for making 
ongoing decisions that involve judgments of students’ capabilities, 
knowledge, learning needs, and progress toward a certain pre-specified 
goal. In most educational systems, grading decisions represent an idio-
syncratic process wherein teachers have to balance their knowledge and 
beliefs, classroom reality, and external pressures (Brookhart et al., 2016; 
McMillan et al., 2002; McMillan & Nash, 2000). School grades are a 
form of feedback that communicates information about students’ aca-
demic performance and/or progress, which is typically delivered for 

summative purposes. Hence, grades may have a strong influence on 
students’ sense of achievement, motivation, level of engagement in 
future courses, and may determine students’ educational track and 
career (Klapp, 2016; Lavy & Sand, 2016; Protivínský & Münich, 2018). 
So, poor grades assigned by teachers in elementary school are a risk 
factor for dropout in both middle and high school (Alexander et al., 
2001; Bowers & Sprott, 2012; Bowers et al., 2013; Lavy & Sand, 2016), 
and high school grades are one of the most effective predictors of college 
admissions and first year college grade point average (GPA), even after 
controlling for cognitive ability, gender, and SES (Betts & Morell, 1999; 
Borghans et al., 2016; Camara & Echternacht, 2000; Federičová, 2015).
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Considering the aforementioned evidence of the key importance of 
grades, there is a long history of research into teachers’ rationale behind 
their grade assignments (for a review see Brookhart et al., 2016; Broo-
khart & Nitko, 2014). Across studies, two findings are remarkably 
consistent. First, although student achievement should be the main 
factor determining a student’s grade, grades commonly include 
non-cognitive components, such as students’ effort or classroom 
behavior (McMillan, 2001; McMillan et al., 2002). As a result, this 
medley of criteria on which grades are based often produce unreliable 
and uninterpretable grades (Brimi, 2011; Brookhart et al., 2016). Sec-
ond, there is a significant within-teacher as well as a between-teacher 
variability in the actual determination of grades. This variability is 
mainly explained by differences in teachers’ knowledge, experiences, 
expectations, and understanding of the meaning and purposes of grades 
(Bloxham et al., 2016; Guskey & Link, 2019; Read et al., 2005), and by 
how teachers weigh cognitive and noncognitive factors in their judg-
ment of students’ performance (Jönsson et al., 2021; Martínez et al., 
2009). These factors affect reliability and validity of grades and may 
subsequently lead to distorted decisions about students’ academic and 
professional trajectories, particularly in those educational systems 
where teachers’ grades are considered high-stake criteria for promotion, 
graduation, and post-secondary admission (Brookhart & Nitko, 2014; 
Cornwell et al., 2013).

Recent studies have examined the consistency of the agreement 
among teachers and grading models (Brookhart, 2018; Jönsson & Balan, 
2018; Jönsson et al., 2021), the variability due to the use of specific 
models and strategies for grading (Bloxham et al., 2011, 2016; Randall 
& Engelhard, 2009, 2010; Tomas et al., 2019), as well as the validity of 
grading (Brookhart & Chen, 2015; Bonner, 2013; Hodges et al., 2019). 
Although there are several studies that have explored differences be-
tween holistic (i.e., teachers assigning a single score or a letter grade) 
and analytic (i.e., teachers assigning separate grades per different 
criteria) scoring approaches (e.g., Jönsson et al., 2021; Tomas et al., 
2019), a number of important questions remains unanswered. In this 
study we attempted to compare the consistency of pre-service teacher 
grades as they used holistic and analytic approaches to grading and 
observed inter- and intra-individual differences in grade assignment. We 
also examined how pre-service teachers’ beliefs about feedback and 
their personal characteristics explained this variability.

1.1. Models for teacher grading

As we mentioned above, the two most common approaches to 
grading and assessment are holistic and analytic (Jönsson & Balan, 
2018; Sadler, 2009). In holistic assessments teachers compile all avail-
able evidence about students’ proficiency to make an overall qualitative 
judgment and map it directly onto the grading scale, such as a single 
score or a letter grade. The competing approach, analytic grading, in-
volves making separate qualitative judgments about different aspects of 
student performance based on a preset of criteria to report differentiated 
grades (Guskey & Bailey, 2010). Various grading tools or systems such 
as rubrics, grading schemes, scoring keys or guides, or criteria sheets are 
considered analytic grades. For the sake of simplicity and clarity, we will 
refer to the analytic method as “rubrics” or “analytic approach” 
interchangeably.

The most apparent advantage of using analytic assessments is that 
they provide a detailed representation of student performance. Conse-
quently, the analytic model may increase scorer reliability or consis-
tency between grades (such as inter-rater reliability) by preserving the 
connection of teacher qualitative judgments aligned to explicit and 
shared criteria. However, there is also a risk that the analytic model may 
negatively influence the grades’ validity in terms of construct under-
representation (Jönsson & Balan, 2018). Researchers have compared the 
unidimensional and multidimensional grading models and examined 
their reliability and validity. The existing body of work has generated 
inconclusive evidence, and there is no clear rationale for the use of either 

approach (Brookhart, 2018; Jonsson & Svingby, 2007; Reddy & 
Andrade, 2010; Sadler, 2009).

Overall, holistic marks have been found to offer reasonable reli-
ability (Jones & Alcock, 2014; Tomas et al., 2019). This approach is less 
time-consuming, but more subjective, so the validity of holistic grading 
is generally low (Bouwer et al., 2017). However, their psychometric 
qualities seem to improve when rubrics and exemplars are used and 
rater training is conducted (Jonsson & Svingby, 2007). Despite their 
strength, Sadler (2009) discusses several limitations of holistic judgment 
methods in educational assessments. First, the author argues that ho-
listic judgments are unreliable, especially when the same teachers 
grading the same work on successive occasions. Moreover, systematic 
biases, such as the ‘halo’ effect, where an assessor’s personal knowledge 
of a student’s characteristics may affects their judgment (Sanrey et al., 
2021), further complicating the grading process. Additionally, biases 
related to race, ethnicity, or gender can impact the fairness of grades 
(Quinn, 2020). Assessors also struggle to maintain cognitive consistency 
over time, leading to trends of increasing leniency or severity (Pliske & 
Klein, 2003). Lastly, the variability in grading standards adopted by 
different assessors, often defended as an academic prerogative, con-
tributes to the inconsistency of holistic grades.

Conversely, the analytic approach is far less efficient than holistic 
marking (Tomas et al., 2019), and as some researchers have argued that 
focusing on different aspects of student performance can paint a frag-
mented picture of students’ achievement (Sadler, 2009). Similarly, 
studies suggest that the content validity of holistic marks would inevi-
tably be low because they represent a mix of idiosyncratic criteria and 
include a wide range of construct-irrelevant aspects, compromising 
valid score interpretation (Bloxham et al., 2016; Tomas et al., 2019). 
Jönsson and Balan (2018) argued that multidimensional grades may 
provide a more valid picture of student proficiency but are more chal-
lenging to interpret. In contrast, Sadler (2009) stated that grades derived 
from analytic approach also lacked validity because it was challenging 
to represent all the complexity of qualitative judgments using a 
simplistic combination of rules.

At the moment, very few studies have directly compared analytic and 
holistic approaches to grading (Jönsson et al., 2021; Klein et al., 1998), 
especially using robust quantitative methods. For example, some studies 
suggested that the analytic grading model reduced the complexity of 
grading, and thus was preferable to holistic grading in terms of 
intra-rater consistency (Harsch & Martin, 2013; Jonsson & Svingby, 
2007). However, when teachers assigned grades, both approaches 
revealed low agreement. Rezaei and Lovorn (2010) conducted two ex-
periments to investigate the reliability and validity of grades in the 
assessment of students’ writing with and without a rubric. Findings 
showed that the range and variability of assigned scores increased 
significantly after using rubrics. Therefore, results did not provide evi-
dence that using rubrics lessened the variability of assigned scores. 
Similarly, Jönsson and Balan (2018) randomly assigned teachers to 
grade the same student assignment using either an analytic or holistic 
approach. Results showed that the analytic condition yielded higher 
agreement among assessors than the holistic condition, without differ-
ences in how teachers described the quality (either positively or nega-
tively) of students’ performance.

The evidence from empirical studies that compare holistic and ana-
lytic approaches remains inconsistent, with hardly any studies exploring 
teacher and student variables and their influence on grading using either 
holistic or analytic approaches. The only exception are studies that 
analyzed racial bias in teachers’ evaluations using the two grading ap-
proaches (Quinn, 2020). Hence, a lot remains unknown about how rater 
characteristics and rating conditions affect scoring, which is what our 
study intended to uncover.
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1.2. What factors influence teachers’ decision-making when assigning 
grades?

In the context of classroom assessment, teachers’ grading decisions 
are notoriously difficult to gauge because they are highly individualized 
(Cizek et al., 1995; McMillan & Nash, 2000). They combine a wide range 
of students’ cognitive and non-cognitive factors and depend upon 
teachers’ characteristics, beliefs, personal philosophy of teaching and 
learning, classroom realities, and a number of external factors, such as 
parents, administrators, and local grading policies (Cizek et al., 1995; 
McMillan et al., 2000; Tomlinson, 2001; Brookhart, 2014; Brookhart, 
2013; McMillan, 2001, 2003; Bowers, 2011; Lekholm et al., 2008; 
Lekholm & Cliffordson, 2009; Randall & Engelhard, 2009, 2010).

Brookhart et al. (2016) showed that over the past 20 years most 
studies on multiple influences on grades included students’ noncogni-
tive components, such as effort, work habits, attention, and participa-
tion; and other “personal factors” related to students’ personality and 
classroom behavior (Brookhart, 2013; Brookhart, 2014, p. 2016; Mc 
Millan, 2002; Cizek et al., 1995). Similarly, Kunnath (2017) revealed 
that when teachers considered ability, grades of low-achieving students 
became more subjective and less accurate, as teachers looked to increase 
grades with other factors, such as effort. In contrast, grades of 
high-ability students tended to be more objective and precise as teachers 
sought to maximize the weight of cognitive factors. Cross et al. (1999)
found that 76% of teachers reported they had inflated grades of 
low-ability students, 82% considered students’ growth or relative 
improvement in their grading, and 51% reported that class participation 
affected their grading. Further, Randall et al. (2010) examined teachers’ 
grading decisions of borderline grades (e.g., grades at the border of an A 
and B, B and C) and found that teachers made decisions based more on 
overall student ability, behavior, and effort as compared to their 
objective performance. Researchers have also shown that student 
motivation and engagement strongly influenced grades (Isnawati & 
Saukah, 2017), and teachers’ perceptions of study habits, rule adher-
ence, attitude, students’ personality, and classroom participation carried 
a significant weight in grading decisions (Cheng & Sun, 2015; Duncan & 
Noonan; 2007; McMillan, 2001).

Despite the number of studies that examined how teachers’ charac-
teristics serve as central predictors in models describing assessment 
processes or moderators of teachers’ judgments and judgment biases 
(Heitzmann et al., 2019; Loibl et al., 2020), quantitative studies that 
carefully examined how teacher characteristics, such as gender, content 
expertise, attitudes, and beliefs, effects on grades rationality and vari-
ability are relatively scarce. So, for example, research into teachers’ 
gender differences in grading reveals mixed findings. Some studies have 
found that the gender grading gap is highest with male teachers (Lavy, 
2008; Lindahl, 2016), while other researchers’ findings did not show 
support that teachers favor students of the same gender or from the same 
foreign background as themselves (Doornkamp et al., 2022; Lindah, 
2016). Studies have also revealed that grading bias in primary and 
secondary schools was associated with variation in teachers’ expecta-
tions talent and effort (Doornkamp et al., 2022) and teachers’ beliefs and 
gender stereotypes (Protivnskýe et al., 2018; Cornwell et al., 2013; 
Hanna & Linden, 2012; Hinnerich et al., 2011).

Higher qualifications, which include experience, content knowledge, 
and academic degrees in the relevant subject, are assumed to signifi-
cantly influence teacher judgments (Blömeke et al., 2015; Simonton, 
2003). Consequently, studies on the rationality of teachers’ grades 
suggest that experience and content knowledge may relate to the ac-
curacy of teachers’ decision-making in grading (Jansen et al., 2021; 
McMillan, 2003; McMillan & Nash, 2000). However, the limited 
empirical evidence on the impact of teacher qualifications on teacher 
judgments presents heterogeneous evidence regarding its effects on 
judgment accuracy and grading rationality. Regarding teacher profes-
sional experience, most studies compare the absolute judgments of 
experienced teachers (in-service teachers) with those of teacher 

candidates (preservice teachers). The majority of these studies reveal 
that experienced teachers make stricter and less accurate judgments 
compared to teacher candidates and expert ratings (Barkaoui, 2010; 
Lim, 2011; Jansen et al., 2021). However, some studies have shown that 
experience was not a predictor of teacher judgments (Meadows & Bill-
ington, 2010; Zhu & Urhahne, 2015). For instance, Guskey (2019) found 
statistically significant differences among teachers at different grade 
levels, but no differences related to teachers’ years of experience.

Regarding content knowledge, studies suggest that it does not lead to 
clear differences in teacher judgments either. For example, Meadows 
and Billington (2010) compared text ratings and found no differences in 
judgments based on the level of competence of teachers who had studied 
the subject in question versus those who had studied other subjects. 
Jansen et al. (2021) compared the judgments (holistic and analytic 
grades) of in-service and pre-service teachers to machine scores and 
expert ratings. They found that experienced teachers’ judgments were 
more negative than those of student teachers, and both were more 
negative than the judgments made by experts and the machine. Inter-
estingly, these results remained stable even after controlling for content 
knowledge. Conversely, Moller (2022), using a quasi-experimental 
study design examined whether teacher experience and content 
knowledge related to teacher judgments on student students’ German 
texts. Results showed that experienced teachers made stricter and more 
heterogeneous judgments than teacher students and trained experts. 
However, relative judgment accuracy (correlation between teachers’ 
and experts’ judgments) was higher when teachers majored in German 
Studies.

Researchers have documented the connections between personality 
traits and measures of job performance across multiple occupations, 
including teaching (Barrick & Mount, 1991; Bastian, et al., 2015, 2017; 
Judge et al., 2013; Kim et al., 2018, 2019; Klassen et al., 2017; Klassen & 
Tze, 2014). Kim, Jörg, and Klassen (2019) conducted a meta-analysis of 
25 studies examining the relationships between the Big Five personality 
domains and teacher effectiveness and burnout. The authors noted that 
extraversion was more strongly associated with teacher effectiveness 
than conscientiousness, which has been consistently reported as the 
stronger predictor of job performance in multiple occupations (Barrick 
& Mount, 1991; Judge et al., 2013; Salgado, 1997, 2003). Conversely, 
agreeableness was not associated with teacher effectiveness. Interest-
ingly, Kim et al. (2018) found that although teacher personality pre-
dicted subjective measures of teacher effectiveness, it did not predict 
objective measures, such as student academic achievement in specific 
areas (e.g., English or mathematics). Although there is no empirical 
evidence on how personality affects grading decisions in pre-service 
teachers, it could be expected that the grades assigned by teachers 
may be more influenced by personality compared to students’ stan-
dardized test scores.

Grading is a significant component of feedback that teachers 
routinely provide. Although studies have found that teachers based their 
grading practices on their educational philosophies and beliefs 
(McMillan & Nash, 2000; Tomlinson, 2000) and that teachers’ knowl-
edge, skills, beliefs, and attitudes regarding assessment practices influ-
enced their approaches to grading (e.g., Fulmer et al., 2015), there is no 
evidence about whether attitudes toward instructional feedback could 
affect teachers’ grading-related decisions. Receptivity to instructional 
feedback is described as cognitive, affective, behavioral, and instru-
mental attitudes toward feedback one receives. It is possible that in-
structors with high receptivity would be more skilled at providing 
grades to their students. In other words, we could expect that individuals 
who are more willing to engage with feedback may be more tuned into 
discerning relevant information and thus provide more reliable and 
accurate judgments. In this study we considered this possibility.

All in all, grades appear to be an amalgam of both achievement- 
related and noncognitive characteristics of a student, filtered through 
a number of teacher personality variables. In this study, we will examine 
the interplay of these characteristics, focusing on teacher characteristics 
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and differential levels of student performance.

1.3. The current study

The purpose of this study is to investigate the extent to which pre- 
service teachers agreed on students’ grades across two different 
grading approaches and how their beliefs about features of assessment 
(receptivity to instructional feedback) and their individual characteris-
tics (gender, content expertise, and personality) explained the vari-
ability in grading practices. Specifically, this study attempted to answer 
the following research questions.

1. Are pre-service teacher scores given to writing task essays consistent 
(intra-rater reliability) across grading methods (holistic vs. 
analytic)?

2. Is there a significant variability in scores among pre-service teachers 
(inter-rater reliability) when using different grading methods (ho-
listic vs. analytic)?

3. Can variability in grading be explained by pre-service teachers’ 
gender, attitudes toward feedback, personality traits, and their 
content expertise?

2. Method

2.1. Participants

255 master’s degree students in a Secondary Teacher Education at 
Universitat de València, Spain, participated in this study.1 Even though 
participants were enrolled in the teacher training program, they did not 
receive specific training on how to provide feedback when assessing 
written assignments prior to participating in this study. All participants 
were informed about the study and provided their consent to participate.

An online instrument was administered in two different course co-
horts at the end of 2020 and 2021 academic years (N = 171 in 2020, N =
84 in 2021). Participants who omitted more than 80% of items in the 
instrument were deleted from the final dataset, so 231 observations 
were retained (N = 150 in 2020, N = 81 in 2021). 65% of participants 
were female, and 76% of the participants were in the age range between 
21 and 25 years old (M = 25.16, SD = 4.70). For the 2020 sample, 
participants came from different disciplines, 16% were enrolled in the 
English specialization program, 26% in Language studies and Classical 
Cultures (Spanish, French, German, Greek, and Latin), 33% in Sciences 
(Mathematics, Physics, and Chemistry) and 25% in the Social Sciences 
(Geography and History). The 2021 sample comprised students who 
specialized in English (47%) and Language studies and Classical Cul-
tures (53%).

2.2. Procedure

The study was conducted through the administration of an online 
questionnaire designed in Qualtrics. The grading task consisted of 
providing feedback on two anonymous essays with different levels of 
performance (one strong and one weak exemplar), then assigning grades 
using both the analytic rubric and the holistic scoring approach. Later, 
participants completed the Receptivity to Instructional Feedback scale, 
the Big Five Personality Inventory and reported their background 

information. For the purposes of the current paper, we will not consider 
participants’ comments provision and will focus exclusively on their 
grading of the two essays. The study protocol (2022-0460-QC) was 
approved by the university’s ethics committee.

2.2.1. The grading task
Participants were shown two essays of different levels of student 

performance. Essays were exemplars from a national standardized test in 
writing communication in Colombia (SABER T&T) and were classified, 
according to assessment framework as strong and weak examples. This 
test assesses learners’ ability to communicate ideas through writing on a 
topic that does not require any specialized knowledge.

The participants were shown the essay prompt and essays written by 
an anonymous high school student. They were invited to evaluate stu-
dents’ performance level (1 = poor, 2 = fair, 3 = excellent, and 4 =
outstanding) in each of the components of the rubric (content, organi-
zation, and style) and assign an overall grade based on the quality of 
student writing in the same way they would in their own classes. Par-
ticipants received the rubric with the description of performance levels 
by component (see Table A1, Supplementary Materials). Each partici-
pant performed this task twice, once for the strong essay and once for the 
weak essay. No specific training in how to use this rubric was provided. 
The sequence of the tasks was not counterbalanced in the first round of 
data collection (2020); therefore, all participants were exposed first to 
the strong essay followed by the weak essay. Additionally, participants 
were asked to provide holistic scores first, followed by analytic scores 
using the respective rubric. For the second cohort (2021), the type of 
essay (strong or weak) shown to participants was randomized. However, 
the sequence of grading methods remained similar to the first cohort, 
with holistic scores being provided before analytic scores.

2.3. Measures

2.3.1. Scores
Holistic scores were measured as a continuous value ranging from 

0 to 10, which is the common scale for providing grades in Spain. An-
alytic rubric scores (ranging from 1 = poor to 4 = outstanding) for two 
essays were estimated using the Generalized Partial Credit Model 
(GPCM; Muraki, 1992). The GPCM, an item response theory (IRT) 
model, is designed for situations where item responses are organized in 
two or more ordered categories. In this model, items are conceptualized 
as a series of ordered steps, with examinees receiving partial credit for 
successfully completing each step. These steps correspond to various 
levels of performance required to complete an item. The GPCM is 
formulated on the assumption that the probability of choosing the kth 
category over the k-1-th category is governed by a dichotomous 
response model. The GPCM to estimate the probability of responding to 
a specific response category directly (θ) is written as: 

P(θ) =
exp

[∑K
k=0Daj

(
θ −

(
bj − δjk

) ) ]

∑K
k=0 exp

[∑K
k=0Daj

(
θ −

(
bj − δjk

) ) ]

where k is a specific response category in the vector of 0, 1, 2, …K, D is a 
scaling constant set to 1.7 to approximate the normal ogive model, aj is 
the slope or discrimination parameter of item j, bj denotes the difficulty 
of item j, and δkj represents the location parameter for a category kth on 
item j (Muraki, E., 1997). The slope or discrimination parameter eval-
uates the measurement quality of an item, indicating the degree to 
which categorical responses vary among items as θ level changes.

GPCM was selected as method for estimation of analytic scores 
because this approach is specifically designed to handle items with or-
dered response categories. It aligns perfectly with the multi-level nature 
of rubric scoring (e.g., poor, fair, good, excellent). This model allows for 
partial credit scoring, providing a finer-grained analysis of student 
performance by awarding partial credit for partial understanding or 
performance, thus offering more informative feedback than binary 

1 The sample size was determined through power analysis conducted in 
pwrss R package using probability specification. Assuming a squared multiple 
correlation of 0.15 between covariables (R-square), a base probability P0 = 0.4. 
which is the overall probability of being in group 1 without influence of pre-
dictors in the model (null), a P1 = 0.3, which is the probability of being in group 
1 (P11) deviate from P0 depending on the value of the predictor under alter-
native hypothesis, a power of 0.90, and a significance level of 0.05, the rec-
ommended sample size for a logistic regression is 216 participants.
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scoring methods. Moreover, GPCM enhances the precision of ability 
estimates by utilizing the full range of rubric scores, leading to more 
accurate and reliable measurements of student abilities or traits. The 
model also estimates item difficulty to each step or category in the 
rubric, the discrimination parameter, and provides detailed item-level 
statistics for assessing the fit and quality of each rubric item, facili-
tating both the detailed comprehension of the model parameters asso-
ciated with each performance level and the identification of poorly 
performing criteria that may require revision. Overall, GPCM offers a 
more comprehensive and precise analysis of rubric-based scores in 
comparison to composite scores, which contributes to enhanced validity 
and reliability of the assessment (Jabrayilov et al., 2016).

2.3.2. Receptivity to instructional feedback (RIF)
The Receptivity to Instructional Feedback (RIF) scale is a self-report 

instrument designed to measure individuals’ attitudes toward instruc-
tional feedback. A total of 24 Likert-type items measured on a 5-point 
scale (1 = strongly disagree and 5 = strongly agree) were included 
into three receptivity components: (1) experiential attitudes towards 
feedback (2) instrumental attitudes; and (3) cognitive engagement with 
feedback.2

2.3.3. Big Five Personality Inventory (BFI)
The Spanish BFI is a 44-item inventory that measures extraversion, 

agreeableness, conscientiousness, neuroticism, and openness (Benet & 
John, 1998; Goldberg, 1993). Responses to each personality indicator 
ranged from 1 (strongly disagree) to 5 (strongly agree).

2.3.4. Demographic and academic background
Participants provided additional information about gender, age, and 

content expertise, operationalized as their area of specialization (lan-
guage, mathematics, social science or science).

2.4. Analytic plan

Initially, psychometric analysis to calculate scores for receptivity of 
instructional feedback scales and analytic scores were estimated, fol-
lowed by descriptive analyses. For the first research question, Cron-
bach’s alpha was used to estimate raters’ consistency among rubric 
components in analytic scores. The estimation of the agreement among 
participants’ scores and the type of grading model (holistic vs. analytic 
scores) was assessed using Intraclass Correlation Coefficient (ICC). 
Spearman’s correlation was calculated to analyze the consistency among 
holistic and analytic grades with scores in each component in the rubric 
and agreement among rubric’s component scores.

For our second research questions, we calculated the consistency 
among scores provided to each component in the rubric (content, or-
ganization, and style) using Fleiss’ Kappa, a measure of absolute 
agreement. Further, we estimated the extent to which participants’ 
scores took similar values to an expert judgment, or consensus agree-
ment (Jonsson & Svingby, 2007; Stemler, 2004). In the current study, 
consensus agreement was defined as an indicator that assumes a value of 
1 when teachers’ grades fall within a range of acceptable grades defined 
by researchers’ criteria, and 0 otherwise. These values were determined 
based on the description of task quality provided by the assessment 
framework. For strong essays, the range of acceptable values for holistic 
and analytic scores were higher than 7.5 points or 0.7, respectively. For 
weak essays, the acceptable grades ranged between 4 and 6 points and 
lower than − 0.5 for holistic and analytic grading approaches, respec-
tively. Additionally, a logistic regression model was estimated to iden-
tify individual characteristics that explain the consensus agreement 
among participants when using holistic or analytic grading models.

Finally, a Hierarchical Linear Modeling (HLM) (Raudenbush & Bryk, 
2002) was used for examining variables that can explain grading vari-
ability. This approach considers a hierarchical structure of the data, 
where grades (level-1) provided during the study are nested within 
pre-service teachers’ participants (level-2). This two-level design allows 
us to calculate the variance component and estimate the effects of both 
scores (essays’ quality and grading method) and the participant’s 
characteristics (gender, specialization area, personality, and attitudes 
toward feedback) on grading scores. In total, two model were tested. 
First, we estimated the empty or null model (model 0) that did not 
contain any explanatory variable and where grading scores (standard-
ized scores) (Yij) were predicted from just an intercept (γ00) and two 
random effects at level-1 (Rij) and level 2 (U0j). In the subsequent model, 
grading score features (model 1) and pre-service teacher variables 
(model 2) were added as a random slope effects and explanatory vari-
ables, respectively. A likelihood ratio test on random effects of linear 
mixed effects model, with χ2 (chi-square) statistics and corresponding p 
values, was used to investigate whether each model fit the data better 
than the previous model.

3. Results

3.1. Psychometric analysis

Psychometrical analysis included the estimation of internal consis-
tency of personality and receptive of feedback scales and the estimation 
of IRT models for estimation of individual scores of receptivity of 
instructional feedback scales and holistic grades. Individual scores for 
analytic grades in the weak and strong essays were calculated using a 
GPCM. Individual scores were derived from model estimation with a 
mean of 0 and a standard deviation of 1. Table A2 (Supplementary 
Material) presents the item parameters and overall item fit test (S-χ2 

tests), while Figs. A1 and A2 (Supplementary Material), displays the 
Function Information Curve and Item Characteristic Curves, respec-
tively. Overall, the overall difficulty of items for holistic grades ranged 
from − 0.040 (Content) to 0.189 (Organization), while difficulty 
threshold for each category of response covered a wide range of latent 
traits.3 Regarding a-parameter (discrimination) took values from 1.259 
(Style) to Organization (3.368), suggesting a high-capacity items to 
distinguish among different latent traits. Results also indicated a good fit 
of individual item with S-χ2 p-value ≥.01; while RMSEA-χ2 is a lower 
cut-off criterion in all cases (p-value < 0.05).

Composite scores for personality traits were derived by adding the 
answers corresponding to each of the five personality factors. The in-
ternal consistency reliability statistics across the five scales ranged from 
0.698 < α < 0.864 (see Table A3 Supplementary Materials). Regarding 
receptivity of instructional feedback scales, a Confirmatory Factor 
Analysis (CFA) was conducted to examine the factorial structure of the 
RIF (see Table A4 Supplementary Materials). Latent variables were 
derived from an Item Response Theory (IRT) scaling methodology. The 
Graded Response Model (GRM) (Samejima, 1969), which is an approach 
for the nominal and polytomous ordinal nature of the items (e.g., rating 
scales) (Kolen & Brennan, 2014, p. 566); was used to estimate individual 
parameters and threshold parameters for the items according to the 
number of response categories (see Table A5 Supplementary Materials) 
(Bean & Bowen, 2021). Individual scores derived from model estimation 
were transformed to have a mean of 0 and a standard deviation of 1. The 
internal consistency reliability statistics (Cronbach’s α) across the three 
scales ranged from 0.774 < α < 0.803 (see Table A5 Supplementary 
Materials).

2 Technical manual containing all the syntax, data, and additional informa-
tion for scoring the complete scales can be retrieved at https://osf.io/2j6ah/

3 Range of b-parameter covers the following ranges by scales: Item 1. Content 
from − 1.983 to 1.795, Item 2. Organization from − 1.129 to 1.582, and Item 3. 
Style from − 1.865 to 2.174.
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3.2. Descriptive information

Fig. 1 presents the distribution of scores for rubric components by the 
essay quality (weak and strong) in the full sample. The comparative 
analysis of the "strong essay" and "weak essay" based on the rubric 
components of style, organization, and content reveals significant dif-
ferences in performance levels. The strong essay exhibits a higher con-
centration of remarkable and outstanding ratings across all three 
components, with 62% in style, 65% in organization, and 69% in con-
tent, respectively. Conversely, the weak essay shows a predominance of 
fair and poor ratings, particularly notable in the content component, 
where 74% of the evaluations fall within these lower categories. Addi-
tionally, the weak essay’s style and organization components display a 
considerable proportion of poor ratings, 16% and 30% respectively, 
indicating fundamental deficiencies in clarity and structure. Figs. A3 
and A4 (Supplementary Material) presents results by cohort.

Analytic scores, calculated as a latent variable using GPCM model, 
ranged from − 1.510 to 1.836 for the strong essay (M = 0.394, SD =
0.678) and − 2.032 to 2.166 for the weak essay (M = − 0.403, SD =
0.905). Furthermore, holistic grade scores for the strong essay ranged 
from 2.00 to 9.60 (M = 7.02, SD = 1.28), whereas the weak essay scores 
varied from 2.00 to 9.70 (M = 5.68, SD = 1.55). Descriptive statistics for 
raw and standardized scores are presented in Table 1. Additionally, 
Table A6 (Supplementary Materials) presents the descriptive statistics 
by cohort.

The distribution of standardized grading scores (Fig. 2) demonstrates 
significant variability, irrespective of essay quality and grading method. 
This pattern is consistent across all cohorts, as shown in Figs. A3 and A4
in the Supplementary Materials. For holistic grading, scores for strong 
and weak essays in the 2020 cohort ranged from 2.0 to 9.7 and 1.1 to 
9.5, respectively. Similarly, in the 2021 cohort, scores ranged from 2.0 
to 9.7 for strong essays and 1.1 to 9.5 for weak essays. In contrast, an-
alytic scores displayed a wider range, spanning from − 2.810 to 2.128 in 
the 2020 cohort and from − 2.023 to 2.839 in the 2021 cohort.

3.3. Intra-rater consistency among participants and grading models

The intra-rater consistency for the analytic scores, measured through 
Cronbach’s alpha, was 0.622 and 0.762 for the strong and weak essays, 
respectively (see Table A7, Supplementary Materials). The estimation of 
agreement among participants in standardized analytic and holistic 
grades is summarized in Table 2. Findings showed a high intra-rater 
consistency among participants using holistic and analytic grades in 
strong (ICC = 0.849) and weak essays (ICC = 0.902). Furthermore, intra- 
rater consistency among participants by cohort were similar to the re-
sults observed in the full sample (see Table A8, Supplementary 
Materials).

Fig. 1. Distribution of Performance levels in the Rubric Components by Essay Quality and Grading Model for the Full Sample.

Table 1 
Descriptive Statistics of Raw and Standardized grades by Essay Quality and 
Grading Approach.

Holistic – 
Strong Essay

Holistic – 
Weak Essay

Analytic – 
Strong Essay

Analytic – 
Weak Essay

Raw scores (N=231)
Mean 7.018 5.684 0.394 − 0.403
Median 7.000 5.500 0.465 − 0.546
Std. 
Deviation

1.279 1.545 0.678 0.905

Minimum 2.000 2.000 − 1.510 − 2.032
Maximum 9.600 9.700 1.836 2.166
Skewness − 0.491 0.294 0.042 0.645
Kurtosis 0.395 − 0.125 − 0.212 0.102

Standardized scores
Mean 0.000 0.000 0.000 0.000
Median − 0.014 − 0.119 0.104 − 0.158
Std. 
Deviation

1.000 1.000 1.000 1.000

Minimum − 3.925 − 2.385 − 2.810 − 1.799
Maximum 2.019 2.600 2.128 2.839
Range 5.944 4.985 4.937 4.639

Notes: Standardized scores were calculated for each type of essay and grading 
approach.
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Spearman correlation between analytic grades and scores assigned to 
each rubric component was slightly higher for the weak essay (0.706, 
0.930, and 0.730) than the strong essay (0.688, 0.897, and 0.561) 
(Table 3). Additionally, correlations between the rubric components and 
scores assigned using a holistic approach suggested a moderate associ-
ation across all rubric components, which is lower in comparison to 
analytic scores. The same pattern was observed in both cohorts 
(Table A9, Supplementary Materials).

3.4. Inter-rater agreement among participants by the type of score and 
task

Regarding the consistency among the rubric components, the Fleiss’ 
Kappa suggested a slight agreement between participants (0.126 and 
0.193 for the strong and weak essays, respectively) (Table 4). These 
results are also similar in both cohort; however, the agreement between 
rubric components in 2021 is slightly higher for both weak and strong 
essays in comparison to 2020 cohort (0.174 vs. 0.142 in strong essay and 
0.224 vs. 0.188 in the weak essay). Furthermore, the percentage of 
agreement among raters was fair (26.84 and 24.68 in the strong and 

Fig. 2. Distribution of Standardized Scores by Essay Quality and Grading Model. Notes: standantarized scores are included in the plot.

Table 2 
Comparison of intra-rater agreement by essay quality.

ICC p-value 95% Confidence Interval

LL UL

Full sample (N=231)
Strong Essay 0.849 <0.001 0.809 0.882
Weak Essay 0.902 <0.001 0.876 0.924

Note: ICC = Intraclass Correlation Coefficient between analytic and holistic 
grades was calculated using standardized grade scores. Scores were standardized 
using means and standard deviation for each raw scores in the full sample. LL: 
Lower Limit, UL: Upper Limit.

Table 3 
Spearman correlations between rubric components and analytic and holistic scores by essay quality.

Strong Essay Weak Essay

Analytic score Holistic score Content Organiza-tion Analytic score Holistc score Content Organiza-tion

Full sample (N=231)
Content 0.688 0.629 0.706 0.710
Organization 0.897 0.675 0.411 0.930 0.786 0.501
Style 0.561 0.658 0.299 0.316 0.730 0.709 0.407 0.572

Table 4 
Inter-rater agreement between components of analytic rubric by essay quality.

Fleiss’ Kappa Percentage of agreement

Value p-value

Full Sample (N=231)
Strong Essay 0.126 <0.001 26.84
Weak Essay 0.193 <0.001 24.68
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weak essays, respectively). Similar results were observed by cohort 
(Table A10, Supplementary Materials).

Regarding the consensus agreement, a higher proportion of partici-
pants provided analytic grades consistent with the expert benchmark in 
comparison to holistic grades in the weak essays (54.1% vs. 46.7%). For 
the strong essay, the proportion of pre-service teachers who provided 
scores in agreement with expert criteria was slightly higher in the ho-
listic approach (44.6% vs. 39.8%).

Logistic regression was performed to examine the effects of candi-
dates’ gender, cohort, academic specialization, personality, and atti-
tudes toward feedback on the likelihood of pre-service teachers’ scores 
being like those corresponding with the expert criteria. Independent 
models were run for each essay condition (i.e., weak vs strong) and 
grading approach (holistic vs analytic). The Hosmer–Lemeshow (H–L) 
test was used for examining inferences about goodness-of-fit. The H-L 
test yielded a χ2(8) range between 3.193 and 15.43 across all models 
conducted and was not statistically significant (p > 0.05), suggesting 
that the models provided a good fit the data well. Increases in experi-
ential attitudes toward feedback were associated with an increase in the 
likelihood of providing holistic (β = 0.505, OR = 1.658, p = 0.009) and 
analytic grades (β = 0.441, OR = 1.554, p = 0.021) for the weak essay 
similar to those provided by experts (see Table A11, Supplementary 
Materials).

3.5. Explaining variability of grading scores

The first step in the analysis was to explore the components of the 
variance in pre-service teachers’ grades. The within-grade variance (σ2 

= 0.589) and between-individuals variance (τ00 = 0.403) were signifi-
cantly different from zero. Moreover, results indicated that 40.7% of the 
total variance in grades (ICC) was attributed to the differences between 
pre-service teachers. An ANOVA showed that random effects were sta-
tistically significant (LRTest = 175.94, df = 1, p < 0.001).

Secondly, characteristics of grades (grading approach and essay 
condition) (model 2) were added as a two random coefficient, to check 
whether the effect of characteristics of task and grading model affects 
grades vary across participants. ANOVA suggested that random effects 
for type of task performance (LR Test = 514.9, df = 3, p < 0.001) and 
grading approach (LR Test = 13.7, df = 3, p = 0.003) were statistically 
significant. The full model added pre-service teachers’ background in-
formation as explanatory variables (Table 5). Gender (Male = 1, Female 
= 0) was a statistically significant and negative predictor of grades (β =
− 0.26, p = 0.050). However, the main effect of gender on grades 
depended on the cohort (β = 0.10, p = 0.006). Moreover, candidates’ 
extraversion was a statistically significant and positive predictor of 
grades variability (β = 0.11, p = 0.028). That is, an increase in one 
standard deviation in extraversion was associated with an increment of 
0.11 standard deviation in grades assigned by pre-service teachers. 
Finally, results also showed that the essay quality (τ11 Task = 1.427) is 
the largest source of variability among individuals.

4. Discussion

In this study we attempted to investigate the extent to which pre- 
service teachers agreed on students’ grades across different grading 
approaches (holistic and analytic) and essay quality (i.e., weak vs. strong 
essay). We also examined the extent to which participants’ beliefs about 
assessment features (receptivity to feedback) and their characteristics 
(gender, area of specialization, and personality) explained the vari-
ability in grade scores. In sum, our analysis demonstrated high intra- 
individual consistency of teacher grades. That is, teacher candidates 
provided grades consistently across approaches (holistic and analytic). 
However, we found that grades showed high variability among partic-
ipants, independently of the quality of the essay, grading approach, or 
specialization area, a finding consistent with previous literature (Harsch 
& Martin, 2013; Jönsson & Balan, 2018; Jönsson et al., 2021). Gender, 

receptivity to feedback, and personality traits predict the variability in 
grades among teachers.

4.1. Intra-rater reliability using different grading methods (holistic vs. 
analytic)

We found that the intra-rater reliability for scores assigned to the 
four components of the rubric was substantial in the weak essay (α =
0.762) and moderate in the strong essay (α = 0.622). These findings are 
consistent with Jonsson and Svingby (2007), who showed that the ma-
jority of the studies investigating intra-rater reliability reported alpha 
coefficients in the range of 0.50 and 0.92, with most values above 0.70. 
However, a few studies have found very high intra-rater reliability es-
timates when rubrics were used, whereas others have reported low or 
moderate estimates (Brookhart, 2018; Johnson et al., 2000; Parkes, 
2023). Furthermore, studies have also revealed that, on average, raters 
overscored low-quality essays and underscored high-quality essays 
(Eckes, 2008; Leckie & Baird, 2011), which may explain the higher 
reliability observed for the weak essay in our study. Also, the lack of 
specific training in the rubric could explain differences in intra-rater 
reliability, suggesting that judgments about high-quality students’ 
tasks could be more demanding. To this end, Rezaei and Lovorn’s (2010)
findings showed that teacher candidates tended to be more influenced 
by mechanical characteristics compared to the content of students’ 
writing, even when they used a rubric. It makes sense as studies have 
found that few raters receive specialized training in writing instruction 
and content (Hall, 2016; Hodges et al., 2019) and that differences among 
raters remained even after rigorous training and calibration methods 
(Attali, 2016; Eckes, 2008; Engelhard & Myford, 2003).

Our examination of the intra-rater consistency among scores 
assigned with different grading approaches (holistic vs. analytic) was 
strong and slightly higher for the weak than for the strong essay, irre-
spective of participants’ area of specialization. Findings indicated that 
when participants provided grades, they seemed to define their idio-
syncratic criteria for assessing students’ performance, even when using 
different methods for assigning grades. Indeed, the correlation between 
the rubric components and analytic and holistic scores were similar for 
both essays, with the only difference observed for the organization and 

Table 5 
Hierarchical linear model estimation.

Predictors Final Model

β β(SE) p-value

Intercept 0.03 0.10 0.743
Gender [Male] − 0.26* 0.13 0.050
Cohort [2021] − 0.09 0.13 0.477
Gender [Male] * Cohort [2021] 0.70* 0.25 0.006
Area [Science & Math] 0.07 0.14 0.610
Area [Social Science] 0.19 0.16 0.210
Cognitive Engagement 0.06 0.06 0.240
Experiential Attitudes − 0.07 0.06 0.239
Instrumental Attitudes 0.10 0.06 0.124
Extraversion 0.11* 0.05 0.028
Agreeableness 0.03 0.05 0.610
Conscientiousness 0.01 0.05 0.850
Neuroticism 0.09 0.06 0.110
Openness 0.04 0.05 0.467

Random Effects

Level-two random part:
τ00 0.893
τ11 Task 1.427
τ11 Method 0.056
Level-one variance
σ2 0.860
ICC
N 229
Observations 916

Note: p < 0.05, β = Standardized coefficients, β (SE)= Standard errors.
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style in the weak essay. In a similar study, Rezaei and Lovorn (2010)
noted that raters gave credit to some aspects that were not present in the 
essay, suggesting that they were influenced by the overall impression 
regarding some particular aspects of the text instead of trying to provide 
scores close to the rubric description.

4.2. Inter-rater reliability using different grading methods (holistic vs. 
analytic)

To answer our second research question, we explored inter-rater 
reliability across two grading approaches. We found a great variability 
of grade scores provided by pre-service teachers when assessing student 
work, regardless of the grading approach and essay quality. The range of 
scores assigned by teacher candidates using analytic and holistic ap-
proaches was virtually identical and equally vast. Some studies garnered 
similar results. For example, Brimi (2011) identified a range of scores 
from 50 to 96 on a 100-point scale, even after receiving specific training 
on how to assess the same written product. Similarly, Rezaei and Lovorn 
(2010), using a 0 to 100-point scale, found that scores of a wrong essay 
ranged from 49 to 96 and 32 to 100 for the holistic and analytic grading 
approaches, whereas for the correct essay, scores ranged from 27 to 98 
and 12 and 98, for holistic and analytic approaches, respectively. In 
other words, the rubric did not appear to help raters to provide more 
consistent scores.

In our study, we did not train participants on the use of the rubric and 
observed an alarmingly high range of teacher candidates’ scores for both 
analytic and holistic approaches. A more nuanced examination of our 
findings showed that using the analytic approach did reduce the range of 
scores, albeit slightly, compared to the holistic approach. Regarding the 
inter-rater consistency across the rubric components, results showed a 
low agreement among pre-service teachers via both Fleiss’s Kappa and 
consensus agreement. Jonsson and Svingby (2007) observed that the 
Kappa’s values reported in the literature varied from 0.20 to 0.63, where 
values between 0.40 and 0.75 represented fair agreement. In our study, 
values varied from 0.13 to 0.22.

In terms of the consensus agreement of scores, findings in our sample 
showed that analytic grades had a higher consensus with expert criteria 
compared to holistic grades. Interestingly, a higher proportion of par-
ticipants tended to deviate more from the expert criteria for the strong 
essay; however, there was more agreement with experts on the weak 
essay, regardless of the grading approach. Although values are not 
directly comparable across studies due to variations in the type of par-
ticipants and tasks, differences in consensus agreement in analytic 
versus holistic approaches were lower in our study than those reported 
in other studies. For example, Jönsson et al. (2021) reported a per-
centage of consensus agreement of 66.7% and 59.7% for analytic and 
holistic grading conditions, respectively, and Jönsson and Balan (2018)
found that analytic condition yielded a substantively higher agreement 
among assessors as compared to the holistic condition (66% versus 
46%).

Our findings were consistent with earlier studies and showed a slight 
improvement in the consistency when using analytic grades, especially 
by participants with higher content area expertise (Brookhart & Chen, 
2015; Jönsson et al., 2021). The improvement, however, was minimal. 
Some authors have recommended that a way to enhance rating validity 
could be through the use of a complementary approach, which combines 
holistic with analytic scores (Harsch & Martin, 2013; Tomas et al., 
2019). Indeed, Tomas et al. (2019) showed evidence that holistic 
marking practices could be improved by introducing analytic rubrics for 
feedback as an ancillary during marking.

4.3. Variables that explain variability in grading

To our knowledge, no previous studies have examined individual 
factors influencing pre-service teachers’ grading when using holistic and 
analytic approaches. Gender, experiential attitudes toward feedback, as 

well as the personality factor of extraversion, were significant predictors 
of the likelihood of providing grading scores that agreed with expert 
criteria and variability in grade scores. However, the magnitude of ef-
fects varied across essay quality and grading approaches. Although some 
experimental studies have found that teachers’ gender did not directly 
relate to differences in grading practices (Doornkamp et al., 2022), we 
found that male candidates had a higher probability of assigning scores 
that differed from those of experts using the analytic approach and when 
rating the weak essay. Moreover, the interaction effect between cohort 
and gender, suggested that a higher level of domain-specific expertise 
may help to mitigate existing gender differences in grades. These results 
are aligned with earlier findings that showed that subject matter 
expertise provided more accurate differentiation between the qualities 
of texts or rank orders of student texts (Möller et al., 2022).

Main effects by content expertise, operationalized as area of 
specialization, were not statistically significant for explaining the 
probability of agreeing with experts’ criteria or the variability in grades. 
These results are consistent with previous studies that suggested content 
knowledge does not lead clear differences in teacher judgments (Jansen 
et al., 2021; Meadows & Billington, 2010). The most compelling 
explanation for the present set of findings is that novel teachers’ ability 
to provide accurate judgments about students’ writing essays is not 
solely dependent on their accumulated content knowledge in the subject 
being assessed. Teacher candidates, regardless of their area of speciali-
zation, are in the process of developing and internalizing the standards, 
methods, and formalisms of the teaching profession. Consequently, their 
judgments may be influenced more by idiosyncratic aspects of the 
evaluation process and a simplified, common view of the writing task 
assessment. This suggests that the variability in grading may stem from 
the pre-service teachers’ evolving understanding and application of 
assessment criteria rather than a lack of expertise in the content area 
(Jansen et al., 2020).

Regarding personality, our results showed that extraversion was 
positively associated with assigning higher grades. This finding aligns 
with the idea that extraverted individuals, who are generally more so-
ciable, energetic, and optimistic, may tend to provide more favorable 
evaluations. However, previous empirical evidence on the impact of 
personality traits on teachers’ judgments and grading practices is 
extremely limited. This gap in the literature underscores the need for 
further investigation. Understanding the influence of personality traits 
on grading can provide valuable insights into how subjective factors 
may affect educational outcomes. Therefore, we strongly encourage 
researchers to explore this intriguing avenue of research to better 
comprehend the nuances of grading practices and to develop strategies 
that ensure fairness and objectivity in educational assessments.

4.4. Limitations and future directions

Although this exploratory study provides meaningful information 
about the importance of teacher’s variables to understand differences in 
grading variability and rationality, this study is not without limitations. 
First, we only included a sample of pre-service teachers in a single 
institution. Hence, our results should be cautiously generalized to other 
populations of teacher candidates. Future studies could explore indi-
vidual and contextual factors that influence teacher candidates’ and 
experienced teachers’ grading decisions in diverse populations at 
different educational stages. Second, the sterile study conditions differed 
from typical classroom assessments. More specifically, the participants 
did not design the task themselves and had no personal relationship with 
students. Therefore, researchers could replicate our study in situ. Third, 
in our sample, teacher candidates did not receive specific training on the 
rubric to provide analytic scores. Although multiple studies about 
human essay rating suggested that even though rigorous training and 
calibration methods are employed, raters still differ in their scores (e.g., 
Attali, 2016), the absence of training could be associated with over-
estimation in the variability of the analytic condition. Therefore, future 
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studies may examine the extent to which training candidates affect 
variability in grading decisions.

Finally, one of the main limitations of this study is the potential 
impact of the sequence of written essay and the anchor effects of grading 
outcomes. In the first cohort (2020), neither the order of essay quality 
(strong essay followed by weak essay) nor the grading approach (holistic 
followed by analytic) was counterbalanced. This lack of counter-
balancing could have influenced the results, as it is well-documented 
that the quality of the first essay can significantly affect the rating of 
the subsequent essay (Steiner & Rain, 1989). Similarly, sequence effects 
are known to occur with different grading methods, where holistic 
approach can impact subsequent analytic ratings (Klein et al., 1998). 
These effects could potentially inflate the inter-rater reliabilities, 
affecting the study’s outcomes. In the second cohort (2021), we 
addressed this by randomizing the order of essay quality presented to 
participants, although the sequence of grading methods remained the 
same as in the first cohort. Our results thus showed slightly better in-
dicators for weak essays across both samples, suggesting that the lack of 
counterbalancing of essays does not skew our findings. However, the 
influence of the initial grading score (holistic) as a confounder of sub-
sequent evaluation (analytic) cannot be entirely ruled out, although our 
results regarding intra-rater reliability were consistent with previous 
literature.

Future research should prioritize fully counterbalancing both the 
order of essay presentation and the sequence of grading methods to 
mitigate these potential confounding variables. Additionally, exploring 
alternative designs that minimize sequence effects would provide a more 
robust understanding of the differences between holistic and analytic 
grading approaches. Another promising direction for future studies is to 
investigate how different grading sequences might influence the devel-
opment of pre-service teachers’ evaluative skills over time, offering in-
sights into optimizing grading practices in educational settings.

4.5. Practical implications and conclusions

In this study, we examined pre-service teachers’ grades to writing 
task assigned using analytic and holistic approaches and explored how 
their beliefs about assessment features and personal characteristics 
explained variability in grading practices. Although findings are specific 
to the assessment of writing and cannot be generalized to another dis-
ciplines, such as mathematics or science, our research revealed 
intriguing patterns that warrant further investigations. Our findings 
showed high discrepancy among participants-assigned grades for both 
analytic and holistic approaches. Conversely, we found a high intra- 
individual consistency when scoring essays using both grading 
methods. Hence, our results suggest that within the same community of 
practices, pre-service teachers weigh the criteria for providing grades 
differently, thus generating great variability when assessing student 
work. This pattern was observed even though the criteria to provide 
scores used a limited number of parameters and teachers did not have 
access to students’ non-cognitive factors that could bias their judgments. 
Results also provide insight regarding individual characteristics that 
should be considered when exploring variability in grading scores.

In terms of its practical value, this study’s most important implica-
tion is the need to interpret grades with caution. Different teachers from 
the same school would have a high chance of assigning different scores 
to the same assignment. Hence, constant discussions within schools or 
departments should take place. Further, some variables that explain the 
variability and lack of consensus with experts, such as receptivity of 
instructional feedback, represent a relatively malleable characteristic 
that could be influenced through interventions during teacher training 
programs (Winstone et al., 2017). Moreover, receiving high-quality 
feedback could impact raters’ behavior and assist them in assigning 
accurate scores (Wendler et al., 2019). Therefore, future training courses 
designed for teacher candidates could emphasize providing adequate 
and effective feedback that enhances grading practices. Considering 

teachers’ gender, discipline, and beliefs about features of assessment is 
also important. In sum, teacher candidates deserve more training to 
reduce the variability of grades, and whether it is done through holistic 
or analytic grading, it does not appear to matter at all.
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